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Abstract
Continuous bioreactors are critical unit operations in a wide variety of biotechnological processes. Due to the level of detail built in their mathematical formulation, cell population balance models represent the most accurate way of describing the microbial population heterogeneity in continuous bioreactor. In this work, the equation set of the model was solved numerically using rigorous' space–time conservation element and solution element' CE/SE method. MATLAB/Simulink pre-existing blocks are used for modeling and control of the different moments of cell mass distribution in a continuous bioreactor. For investigating the efficiency of automatic controller, 10% increase in maximum specific growth rate in $K_w$ was considered. The set point for zeroth, first and second moments of distribution were taken to be; $M_{0,sp}=0.6706$, $M_{1,sp}=0.1541$, $M_{2,sp}=0.0505$, which correspond to a dilution rate of 0.953 h$^{-1}$ and 0.6 h$^{-1}$. In the first case the controller response after 10 hours was $(0.92 \text{ h}^{-1} \pm 0.05)$, $(0.87 \text{ h}^{-1} \pm 0.4)$ and $(0.92 \text{ h}^{-1} \pm 0.2)$. For the second case the controller response was close to set point$(0.6 \text{ h}^{-1} \pm 0.001)$ after 20 hours.
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1. Introduction
The biochemical manufacturing industries are growing swiftly due to significant advancements in biotechnology and the high value of biochemical products. Typical biochemical processes involve batch, fed-batch and/or continuous bioreactors. In many bioprocess applications, continuous bioreactors are favored due to their advantages such as ease of operation and higher productivity [1, 2]. Mathematical modeling of microbial growth in continuous bioreactors can be a major focus of biochemical engineering researches. The impact of such mathematical models on bioprocess simulation, scale-up, optimization and control is highly significant [3]. Mathematical models that take into account the complicated phenomena associated with cell growth, nutrient uptake and product
formation in microbial cultures, known as cell population balance (CPB) models were first formulated by Fredrickson and his co-workers more than 40 years ago [4-7]. In spite of the advantages of CPB models, some significant difficulties can be found in their applications. First, the intrinsic physiological state functions which appear as parameters in such models are unknown for most cell systems and their determination requires information at the single-cell level. Second, CPB equations typically consist of first order partial integro-differential equations describing the dynamics of cell properties distribution, coupled in a nonlinear fashion with ordinary integro-differential equations accounting for substrate consumption and/or product formation. Thus, they are characterized by considerable mathematical complexity. In population balance equations the intracellular state is characterized by a variable such as cell age or mass. Generally, the CPB problem cannot be solved analytically, although some interesting approaches exist for simplified versions of the problem [8-10]. In the last decades, most attempts were to solve numerical age and mass structured CPB models. Finite difference method was applied by Kurtz et al. to discretize an age-structured CPB model [11]. Orthogonal collocation on finite elements to discretize a simplified version of a yeast cell population model has been applied to develop a control strategy in order to reduce oscillations in yeast cultures [12]. The same numerical method has been applied for bifurcation analysis and model reduction of yeast population models [13-14]. Mantzaris et al. have presented several finite differences, spectral and finite element algorithms to solve CPB models accurately and rapidly [15-18]. They also developed nonlinear feedback laws for controlling different moments of cell mass distribution in single stage and productivity in a multi-staged CPB model in a continuous bioreactor [19-20]. The mentioned algorithms all assume that the boundaries of the intracellular state space are fixed. Mantzaris et al. showed that CPB models are able to predict multiple solutions for steady state behavior [21]. These steady states can vary over several orders of magnitude. Hence, fixed boundary algorithms can produce inaccurate results for these kinds of problems. Thus, moving boundary algorithms are required to treat these challenges. Kavousanakis et al. proposed a free boundary algorithm for numerically solving CPB problems [22]. Recently, some researchers have considered source of heterogeneity in cell population [29] and also some works investigate combination of metabolic network and cell population to better describe cell behavior in community level [30-31].

In this work, formulation of general population balance models and mathematical modeling of a mass structured CPB equation are presented. The CE/SE method has been used for the numerical solution of population balance equations. Finally, some automatic control strategies were presented for controlling cell density and biomass concentration as outputs using MATLAB and the associated dynamic simulation package Simulink.
2. CPB modeling
Consider a population of cells growing in a continuous bioreactor. Each individual cell in the microbial population contains different quantities of $r$ biochemical components (DNA, RNA, protein, etc.). Assume that $x=[x_1, x_2, ..., x_r]$ denote the physiological state vector. The domain of physiological state space is defined as $G=[x_{\text{min}}, x_{\text{max}}] \subset \mathbb{R}^r$, where $x_{\text{min}}, x_{\text{max}}$ denote the vectors containing the minimum and maximum values, respectively, for the amounts of the $r$ components of the cells. For simplicity and without loss of generality, it is assumed $x_{\text{min}}=0$ and $x_{\text{max}}=1$. The state of the entire population is described by a time-dependent function $N(x,t)$ where $N(x,t)dx$ represents the number of cells per unit biovolume that at time $t$ have intracellular content between $x$ and $x+dx$. The total number of cells per unit biovolume (cell density) and the concentration of the $i$-th biomass component are respectively obtained from the zeroth and first moments of the state distribution function:

$$n(x,t) = \frac{N(x,t)}{\int_G N(x,t)dx}$$  \hspace{1cm} (3)

Let $S=[S_1, S_2, ..., S_s]$ denote the substrate concentration vector (assuming $s$ substrate). A cell population balance model includes information about nutrient uptake, growth, division and birth at the single-cell level. The nutrient consumption process is characterized by the $s$-dimensional consumption rate vector $q(x,S)=[q_1(x,S), q_2(x,S), ..., q_s(x,S)]$ where $q_i(x,S), i=1, ..., s$ denotes the single-cell rate of consumption of the $i$-th substrate. The growth process is represented by the $r$-dimensional single-cell growth rate vector $r(x,S)=[r_1(x,S), r_2(x,S), ..., r_r(x,S)]$ where $r_i(x,S), i=1, ..., s$ denotes the rate of increase in the amount of the $i$-th cellular constituent. The cell division is described by the division rate $\Gamma(x,S)$. The birth process is described by the partition probability density function partition $p(x,y,S)$. This function expresses the probability that a mother cell with physiological state vector $y$ gives birth to a daughter cell with physiological state vector $x$. This function must satisfy the normalization condition:

$$\int_{x_{\text{min}}}^{x_{\text{max}}} p(x,y,S)dx = 1$$  \hspace{1cm} (4)

It should also be considered that the amount of each one of the $r$ biochemical components is conserved at cell division. Especially, since no daughter cell can have greater amounts of any component than the dividing cell from which it originates, the partitioning function $p$ should be zero for all daughter cell states that are greater than the states of the corresponding mother cell, i.e.:
\[ p(x,y,S) = 0, \quad \forall \ x_i > y_i, \ i = 1, \ldots, r \]  
(5)

Finally, the probability of a dividing cell with physiological state vector \( y \) to produce a daughter cell of state \( x \) must be equal to the probability of producing a daughter cell of state \( y - x \), i.e.
\[ p(x,y,S) = p(y-x,y,S) \]  
(6)

Under assumptions and the process description above, the dynamics of the distribution \( N(x,t) \), is given by the following cell population balance model:
\[
\frac{\partial N(x,t)}{\partial t} + \frac{\partial}{\partial x} \left[ R(x)N(x,t) \right] + \Gamma(x)N(x,t) + DN(x,t) = 2\int_{x}^{r_{\infty}} \Gamma(y,S)P(x,y)N(y,t)dy
\]  
(7)

The first term quantified is accumulation; the second denotes the loss of cells with content \( x \) due to intracellular reactions. The third term represents division to yield cells with lower content; the fourth term is the dilution term describing the rate by which cells exit the reactor. The last term (on the right hand side) describes the birth of cells of content \( x \) from the division of all cells with greater intracellular content. Moreover, each division leads to the birth of two daughter cells, thus a factor of 2 multiplying the integral term. The initial and boundary conditions for \( N(x,t) \) are denoted as follows:
\[ N(x,0) = N_0(x) \]  
(8)

In addition, Kurtz \textit{et al.} used the following boundary condition for cell distribution:
\[ N(0,t) = 2\int_{r_{\infty}}^{r_{\infty}} \Gamma(x,S)N(x,t)dx \]  
(10)

The boundary condition simply states that the number of cells at mass zero, \( N(x,t) \), must be twice the number of divided cells. The CPB equation is coupled with the equation of substrate consumption. The substrate balance is written as:
\[
\frac{dS}{dt} = D(S_f - S) - \int_{r_{\infty}}^{r_{\infty}} q(x,S)N(x,t)dx
\]  
(11)

The initial condition for \( S \) is expressed as:
\[ S(0) = S_0 \]  
(12)

3. Mathematical formulation of mass-structured CPB

A common simplification to the general structured cell population balance model presented above concerns the case of a single physiological state \( x \). In this work, physiological state vector consisting of cell mass \( m \) was considered. This is quite meaningful in bioreactors where cell growth and division are strongly dependent on cell mass. In this case, the cell population model takes the form (\( m \in [0,1] \)):
\[
\frac{\partial N(m,t)}{\partial t} + \frac{\partial}{\partial m} \left[ R(m,S)N(m,t) \right] + \Gamma(m)N(m,t) + DN(m,t) = 2\int_{m}^{r_{\infty}} \Gamma(m',S)P(m',y)N(m',t)dm'
\]  
(13)

Subject to initial condition:
The single cell growth rate is modeled as:

$$R(m,S) = \frac{\mu_{\text{max}} S}{K_s + S}$$  \hspace{1cm} (15)$$

Where $\mu_{\text{max}}$ and $K_s$ are constants. The growth rate function models the tendency of cells to reach a maximum growth rate ($\mu_{\text{max}}$) at large substrate concentrations. The division rate function is modeled as:

$$\Gamma(m,t) = \frac{f(m)}{1 - \int_0^m f(m') dm'} R(m,S)$$  \hspace{1cm} (16)$$

Where $f(m)$ is the division probability density function and it is taken to be a Gaussian distribution with the mean of $\mu_f$ and standard deviation of $\sigma_f$. The partition of the mother cells into two daughter cells is described by the partitioning function. It is assumed that $p(m,m')$ is a symmetric beta distribution, with a parameter of $q$, defined by the following equation:

$$P(m,m') = \frac{1}{B(q,q)} \left( \frac{m}{m'} \right)^{q-1} \left( 1 - \frac{m}{m'} \right)^{q-1}$$  \hspace{1cm} (17)$$

The single-cell rate of consumption of substrate is modeled as:

$$\frac{1}{Y} R(m,S)$$  \hspace{1cm} (18)$$

Where, $Y$ is a constant yield coefficient. Finally, it is assumed that no cell death occurs and that cells grow in one stage.

### 4. Numerical solution

As mentioned in previous sections, the CPB model is comprised of a coupled set of nonlinear algebraic, ordinary differential and integro-partial differential equations. Analytical solution is possible only under very limiting assumptions [23, 24]. Therefore, numerical solution is required when the population balance equation (PBE) model is utilized in open-loop and closed-loop simulations. In this work, the CE/SE method is used for solving the CPB model in continuous bioreactor.

The CE/SE method was developed by Chang and coworkers [25, 27] to calculate the numerical solution of partial differential equations. This method was originally developed to treat conservation laws in fluid dynamics but can be modified to solve the population balance equations [26]. This method is derived from first principles by enforcing local (and global) numerical flux conservation. It is well suited to the solution of partial differential equations where numerical diffusion is a concern (e.g. CBP model).

The application of CE/SE method requires the discrete treatment of both the mass as a physiological state and time coordinates. Fig. 1 shows the discretization of time ($t$) versus mass domain ($m$). For demonstrating the strategy of the CE/SE method, the partial derivatives of the PBE will be considered in the form of a conservation law:

$$\frac{\partial N(m,t)}{\partial t} + \frac{\partial R(m,S)}{\partial m} N(m,t) = 0$$  \hspace{1cm} (19)$$
For derivation of this numerical method, integral form of this conservation law is taken into consideration:

\[
\int \left( \frac{\partial N(m,t)}{\partial t} + \frac{\partial R(m,S)N(m,t)}{\partial m} \right) dV = 0 
\]

(20)

In this equation \( V \) denotes an arbitrary area element of the domain depicted in Fig. 1. Applying the Gauss divergence theorem to Eq. (20) results in:

\[
\hat{\mathbf{S}} h d\hat{s} = 0 
\]

(21)

Where \( S(V) \) is the boundary of the region \( V \) and \( h = (RN, N) \) and \( d\hat{s} = d\sigma n \) are vectors with \( d\sigma \) and \( n \) denoting the area and the outward unit normal of a surface element on \( S(V) \), respectively.

On the solution elements the state distribution function \( N \), the flux term \( RN \) and the vector \( \hat{h} \) will be approximated by the first-order Taylor expansions \( N^* \), \( (RN)^* \) and \( \hat{h}^* \) around the center points \((j,n)\) of each solution element \( SE^n_j \), see Fig. 1. The state distribution function \( N \), for example, is then approximated by:

\[
N^*(m,t; j,n) = N^n_j + (N_{m,j}^*)^*(m - m_j) + (N_{t,j}^*)^*(t - t_j) 
\]

(22)

with \( N^n_j \), \((N_{m,j}^*)^*\) and \((N_{t,j}^*)^*\) being the values of \( N \), \( \partial N/\partial m \) and \( \partial N/\partial t \) at \((m_j,t_j)\), respectively. As a consequence of the fact that \( N^* \) has to satisfy the differential form (19) of the considered conservation law it follows that \((N_{t,j}^*)^*\) can be substituted by:

\[
(N_{t,j}^*)^* = -\left( \frac{\partial (RN)}{\partial m} \right)_j^n 
\]

(23)

Demanding the integral form (20) of the conservation law to also be valid for the Taylor expansions within each conservation element \( CE^n_j \) leads to:

\[
\hat{S}(CE^n_j) \hat{h} d\hat{s} = 0 
\]

(24)

Where \( S(CE^n_j) \) is the surrounding line around \( CE^n_j \) which consists, as depicted in Fig. 1, of sections belonging to the three neighboring solution elements \( SE^n_j, SE^{n-1/2}_j \) and \( SE^{n+1/2}_j \).

The line integral in Eq. (24) can be evaluated using a primeval function \( \psi \) for the expression \( \hat{h}^* d\hat{s} \) under this integral. Based on the conditions:
\[
\frac{\partial \Psi}{\partial t} = (RN)^* \quad \text{and} \quad \frac{\partial \Psi}{\partial m} = N^*
\] (25)

which have to be valid for such a primitive function, Chang [25] gives the following expression for the desired primitive function:

\[
\Psi^n_j(t, m, t^n) = (RN)^n_j(t - t^n) - N^n_j(m - m_j)
\]

\[
+ \frac{1}{2} \left( \frac{\partial (RN)}{\partial t} \right)^n_j(t - t^n)^2 - \frac{1}{2} \left( N_m^n \right)^n_j(m - m_j)^2
\]

\[
+ \left( \frac{\partial (RN)}{\partial m} \right)^n_j(m - m_j)(t - t^n)
\] (26)

Using the antiderivative \( \psi(m, t^n, j, n) \) the line integral in Eq. (24) can be evaluated by integrating around the conservation element \( CE_j^n \) as:

\[
\Psi^n_j\left( m_j + \frac{\Delta m}{2}, t^n \right) - \Psi^n_j\left( m_j - \frac{\Delta m}{2}, t^n \right)
\]

\[
+ \Psi^{n-1/2}_j\left( m_j + \frac{\Delta m}{2}, t^{n-1/2} \right) - \Psi^{n-1/2}_j\left( m_j - \frac{\Delta m}{2}, t^{n-1/2} \right)
\]

\[
+ \Psi^{n-1/2}_j\left( m_j + \frac{\Delta t}{2}, t^{n-1/2} + \frac{\Delta t}{2} \right) - \Psi^{n-1/2}_j\left( m_j - \frac{\Delta t}{2}, t^{n-1/2} - \frac{\Delta t}{2} \right) = 0
\] (27)

Substitution of Eq. (26) into Eq. (27) yields:

\[
N^n_j = \frac{1}{2} \left[ N^{n-1/2}_{j+1/2} + N^{n-1/2}_{j-1/2} + s^{n-1/2}_{j+1/2} - s^{n-1/2}_{j-1/2} \right]
\] (28)

With the abbreviation:

\[
s^n_j = \frac{\Delta m}{4} (N_m^n)_j + \frac{\Delta t}{\Delta m} (RN)_j^n + \frac{\Delta t}{4\Delta m} \left( \frac{\partial (RN)}{\partial t} \right)^n_j
\] (29)

Eq. (28) in conjunction with Eq. (29) represents an explicit time marching scheme to compute the numerical solution of \( N \) at time \( t^n \) from the previously calculated values at \( t^{n-1/2} \). The so far undefined numerical analogue \( N_m^n \) to the partial derivative \( \partial N = \partial m \) can be determined according to [25], by:

\[
(N_m)^n_j = W^n_j + (2\varepsilon - 1)(dN_m^n)_j
\] (30)

With:

\[
(dN_m^n)_j = \frac{1}{2} \left( (N_m^n)_{j+1} - (N_m^n)_{j-1} \right) - \frac{1}{2\Delta m} (N^{n-1}_{j+1} - N^{n-1}_{j-1})
\] (31)

The symbol \( W^n_j \) in Eq. (30) represents a weighted average of the numerical analogues of the partial derivative \( \partial N = \partial m \) at \( t^n \) and \( m_j \), evaluated from the left and from the right-handside, respectively. The adjustable parameter \( \varepsilon \) controls the magnitude of the introduced numerical diffusion and has to be chosen between 0 and 1 [25].

In order to include the integral terms in the PBE into the CE/SE framework, an analytical integration of the Taylor expansion Eq. (22) of each solution element can be used. The sum over the contributions of all solution elements in one row gives a better approximation to the desired integrals in the model equations than in case of the finite volume methods, since the CE/SE method calculates the solution of \( N \) in addition to numerical analogues for the partial derivative \( \partial N = \partial m \) for each solution element (see Eqs. (28) and (30)). The parameters values of the CPB model are given in Table 1.
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Table 1. Parameter values used in the simulation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_0$</td>
<td>0.05</td>
<td>$K_s$</td>
<td>0.2 g l$^{-1}$</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>0.25</td>
<td>$S_0$</td>
<td>2 g l$^{-1}$</td>
</tr>
<tr>
<td>$\sigma_f$</td>
<td>0.575</td>
<td>$S_f$</td>
<td>10 g l$^{-1}$</td>
</tr>
<tr>
<td>$\mu_f$</td>
<td>0.125</td>
<td>$q$</td>
<td>40</td>
</tr>
<tr>
<td>$\mu_{max}$</td>
<td>1 h$^{-1}$</td>
<td>$Y$</td>
<td>0.5 g g$^{-1}$</td>
</tr>
</tbody>
</table>

For better visualization of the system behavior, the predicted dynamics of the state distribution function was presented in a three dimensional plot (Fig. 2). Different boundary conditions (Eqs. 9 & 10) are used for this open loop simulation. Results were obtained for $D = 0.1$ h$^{-1}$ condition. Using Eq. 9 as boundary condition the model cannot predict oscillations in state distribution function $N(m,t)$. As shown in Fig. 3b, $N(m,t)$ displays oscillatory behavior early on that subsides into the unchanging distribution. This behavior appears consistent with results presented elsewhere in the literature [18].

The open loop responses of total number of cells per unit biovolume (cell density) (Eq. 1) and substrate concentration are shown in Fig. 3. Simulation results were obtained for $D = 0.1$h$^{-1}$.

Figure 2. Dynamic simulation of state distribution function, Numerical results for $dt = 0.01$ and $dm = 0.01$, (a) Eq. 9, (b) Eq. 10 as boundary condition.

Figure 3. Open loop simulation, Numerical results for $dt = 0.01$ and $dm = 0.01$, using Eq. 9 as boundary condition, (a) substrate concentration, (b) cell density.
Fig. 4 provides important information about the results of CPB equation coupled with substrate concentration in continuous bioreactor. Dynamic behavior of cell population balance and the impact of different dilution rates on the steady state characteristics of the distribution as well as on the steady state substrate concentration are shown in Fig. 5. The steady state value for each case obtained from simulations results in $t=13\, \text{h}$. Notice that as $D$ increases, $S$ increases first, smoothly. In the cases in which dilution rates are 0.1, 0.3 and 0.5 ($h^{-1}$) steady state substrate concentration values are 0.5013, 0.8832 and 1.9273 ($gL^{-1}$), respectively. For dilution rates greater than 0.5 ($h^{-1}$) steady state substrate concentration increases more rapidly as $D$ tends to $\mu_{\text{max}}$. When dilution rate value is equal to $\mu_{\text{max}}$, $S$ closely approaches $S_f$ (Fig. 4a).

Obviously, the increase in cell density is accompanied by a decrease in the substrate concentration and vice versa. Therefore, the total number of cells per unit biovolume (cell density) and total biomass concentration at steady state ($t = 13\, \text{h}$), zeroth and first moments of the state distribution function, respectively, decrease in a manner similarly explained about substrate concentration (Fig. 4b). As the dilution rate approaches the value of the maximum specific growth rate ($\mu_{\text{max}}$), the system reaches washout conditions. In this simulation Eq. 10 is used as boundary condition. Also, the use of Eq. 9 produces qualitatively similar results.

5. Automatic control of the process
Controlling the influence of manipulations in the operating and molecular parameters on the different moments of the cell mass distribution in a continuous bioreactor is an important control objective in many bioprocess engineering applications. In some bioprocesses, certain metabolites of interest are only being produced during the last part of the cell cycle where cell mass is bigger. Therefore, for increasing the production of the metabolite, it is necessary to achieve a maximum possible in the zeroth and first moments of cell mass distribution and the minimum possible in second moment.

![Figure 4](image-url)
Using MATLAB/Simulink environment and its pre-existing packages facilitates simulating automatic control procedures for a wide variety of processes. Recently, Ward et al. developed a new Simulink block for automatic control of continuous crystallization process [28].

In the present work, a similar framework was used for designing an automatic controller for investigating the impact of dilution rate manipulations and other disturbances on the cell density (zeroth moment), biomass concentration (first moment) and second moment as different controlled outputs. As it is depicted in section 2, these moments are respectively defined in the following equations:

\[ M_0(t) = \int_0^1 N(m, t) dm \]
\[ M_1(t) = \int_0^1 mN(m, t) dm \]
\[ M_2(t) = \int_0^1 m^2 N(m, t) dm \]

Fig. 5 shows the Simulink block diagram developed for controlling zeroth, first and second moments of the cell mass distribution in a continuous bioreactor. The model contains several blocks which specify all of the model properties, conventional arithmetic operations, inputs and outputs. For better visualization, some blocks are summarized in subsystems which introduce the part of simulation that is accomplished inside the subsystem. The main subsystem contains m-files and blocks for solving the couple of cell population and substrate balance equations. The Simulink block diagram includes two other important subsystems, moment calculator and automatic controller that contain m-file and blocks for calculation and controlling different moments of cell mass distribution, respectively.

![Simulink block diagram](image)

**Figure 5.** Simulink block diagram for a closed loop simulation and control of cell population balance model.
The results of closed loop simulations are presented in Figs. 6 and 7, which show the temporal change of zeroth, first and second moments as controlled outputs. In this case, the automatic control of the process was simulated using conventional PID feedback control methodology. In all cases, the manipulated variable was dilution rate. In addition to changes in the set point, in all cases a step change in the maximum specific growth rate and saturation constant of the Michaelis-Menten kinetics ($K_s$) were considered as disturbances.

A 10% increase was considered in maximum specific growth rate from a value of 1$h^{-1}$ to 1.1$h^{-1}$. Fig. 6 compares the dynamic response of the process for different moments of cell mass distribution. The initial dilution rate in all simulations was taken to be equal to 0.1$h^{-1}$. The set point for zeroth, first and second moments of distribution was taken to be; a) $M_{0,sp} = 0.6706$, b) $M_{1,sp} = 0.1541$, c) $M_{2,sp} = 0.0505$, which correspond to a dilution rate of 0.953$h^{-1}$. For zeroth moment, the controlled output exhibited a good consistency with set point after 10$h$ and approached expected dilution rate (0.92$h^{-1} ± 0.05$). For first and second moments, the controlled outputs exhibited undershoot. After 15$h$, the controller responses were (0.87$h^{-1} ± 0.4$) and (0.92$h^{-1} ± 0.2$) for first and second moments, respectively.

Figure 6. Closed loop simulation. Dynamic response of continuous bioreactor to a 10% increase in $\mu_{max}$. Setpoints are (a) $M_{0,sp} = 0.6706$, (b) $M_{1,sp} = 0.1541$, (c) $M_{2,sp} = 0.0505$ corresponding to $D = 0.1$h$^{-1}$.
6. Conclusions
The dynamic model of cell population in continuous bioreactor is used for describing characteristics of state distribution function. The model is solved numerically using the CE/SE method. The ability of the automatic controllers to achieve the desired objectives was evaluated through closed loop simulations. Set points for the different moments of cell mass distribution were determined from a solution for the steady state population balance model. The outputs are driven to their set points by a feedback controller which manipulates dilution rate. Three different moments of the cell mass distribution are controlled as outputs: (a) the cell density, (b) the biomass concentration, and (c) the second moment of the distribution. The controller achieved the desired closed-loop response in all cases. The accurate responses in closed loop simulations showed the potential of pre-existing MATLAB/Simulink packages for system identification and control. It can also facilitate rapid model development for a wide variety of chemical and biochemical processes.
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